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Abstract

A Transverse Multi-Bunch Feedback system (TMBF) has been commissioned at the ALBA storage ring for stabilization of the beam instabilities. The system is based on the Libera Bunch-By-Bunch electronics, controlled using a specific software developed at Diamond Light Source. This system refurbishes the existing FPGA code to include several features for machine studies, like fast and precise tune measurements using a Phase Locked Loop, sequences of grow-damp experiments that allow measuring damping rates on a mode-by-mode basis, and precise bunch cleaning. We describe the TMBF system and the integration of the control software into the ALBA machine. We show examples of beam stabilization and machine studies using this system.

INTRODUCTION

Transverse betatron oscillations associated with coupled-bunch instabilities limit the machine performance in current synchrotron light sources. The TMBF system is designed to cure these instabilities by using an active feedback system based on sensors capable of detecting the beam motion, fast FPGA processors to calculate the motion correction, and actuators that apply the correction to the beam.

At ALBA, we have commissioned a TMBF system based on the Libera Bunch-By-Bunch electronics [1] provided by Instrumentation Technologies (ITech), controlled using the firmware and software developed at Diamond Light Source (DLS) [2]. Since 2007, DLS has been developing functionality beyond the pure feedback action, and ALBA decided to profit from this experience.

This paper describes the ALBA TMBF system, the integration of the control system from DLS to ALBA, and the performance and first results with it.

SYSTEM OVERVIEW

The block diagram of the ALBA TMBF is shown in Fig. 1. The signal coming from the BPM buttons is sent to the in-house Hybrid combiner designed to work around 1.5 GHz (3rd harmonic of the RF frequency) to maximize the transfer function. The Hybrid combines the four BPM signals to obtain the Horizontal, Vertical and Longitudinal (not used for the time being) components. Following to the Hybrid module, the RF FrontEnd, also by ITech, performs an amplitude and phase demodulation of the wideband components to the required working frequency of the following electronics.

The Libera Bunch-by-Bunch unit is in charge of the detection of beam instabilities and the calculation of the corresponding correcting action (kick). Correct synchronization with bunches is accomplished by proper locking to 500 MHz RF clock, usage of timing signals from ALBA timing Event Receivers (EVR) and phase matching of all critical cables down to the picosecond range. Following to the Libera electronics, 180° splitters provide the drive for the 100 W / 50 dB / 250 MHz amplifiers by IFI. Signals from the amplifiers are sent through phase-matched cables to the feedback kickers (FFK) to act on the corresponding bunches. Forward signals out of the kickers are sent out of the tunnel for diagnostics purposes.

We have faced a problem on the amplifiers’ phase response. While their 50 dB gain stays quite flat up to their higher working frequency (250 MHz), the amplifiers phase response starts degrading around 200 MHz, as it is shown in Fig. 2 and Fig. 3. The effect of such amplifier imperfection is that when the system attempts to act on a particular bunch (while running the feedback, doing bunch cleaning etc.), it can happen that it also affects the neighbor bunches. In the future, we plan to change our amplifiers.

CONTROL SOFTWARE

DLS developed its own FPGA implementation to be run in the Libera Bunch-by-Bunch, replacing the one provided by factory. DLS also developed an EPICS driver for controlling the system, including an EPICS IOC meant to be run inside the unit, a user interface based on Extensible Display Manager (EDM) together with python and Matlab scripts and some other software utilities [2–4]. Since ALBA uses Tango as machine control system, we installed EPICS Base on some selected machines for running the user EDM. Great effort has been done by DLS to prepare a working software infrastructure to adapt all EPICS developments to the ALBA environment, including also the migration of the whole FPGA code from System Verilog to VHDL languages.
Next steps regarding the interfacing of the TMBF will be the integration of the EPICS controls into the ALBA Tango system by the use of the so-called cothread binding [5].

In addition to the instabilities damping capabilities, which is the main application of the system, the control software includes several features for machine studies [2]:

- Frequency response compensation using input (ADC) and output (DAC) gain pre-emphasis with a 3 point FIR.
- Program sequencing: This allows to apply different control parameters at the same time as data acquisition.
- Tune detection and fast tune tracking via Phase Locked Loop (PLL) excitation of either one or many bunches.
- Concurrent sweep tune measurements on up to four bunches.
- Separate feedback parameters for individual bunches (useful for hybrid filling patterns).

**TMBF COMMISSIONING**

Due to some problems in the power amplifiers, for the time being we have only commissioned the TMBF in the vertical plane. For a proper TMBF performance, the phase/delay match throughout the different TMBF components and cables must be carefully checked. This is particularly sensitive in the Hybrid combiner, because phase match tolerances at 1.5 GHz are quite stringent: for a 10° tolerance, this is equivalent to cable lengths in the order of 10 mm.

Figure 4 shows both the input pulse and the beam passage as seen by one of the electrodes in the vertical kicker. In order to synchronize the bunch passage with the TMBF pulse, we added a 1 ns length cable upstream the amplifier input. Other cable studies to optimize the TMBF performance are shown in Ref. [6].

**Closing the Loop**

Configuration of the different subsystems to close the feedback loop started with the proper gain and phase setting of the RF FrontEnd to have the highest components levels at Libera Bunch-by-Bunch inputs. Then, in order to enhance the possible beam instabilities, we decreased the vertical chromaticity of the uniform filled beam (440 buckets out of 448) to almost 0. As expected, the vertical instability started at around 40 mA due to Resistive Wall (RW), consistent with studies at [7]. At this point, the injection was halted to find the proper feedback phase that closes the loop, which could be seen by a reduction in the beam size. Finally, we adjusted the loop gain, the injection was resumed and we could inject up to 110 mA keeping the beam instabilities under control (see Fig. 5).

**TMBF PERFORMANCE**

Figure 6 shows a pinhole image with the TMBF OFF, at an intermediate gain of -42 dB, and after fully correction at 0 dB. Currently, with TMBF OFF, to avoid beam instabilities we are obliged to operate the machine at vertical chromaticity $\xi_v \sim 3.5$, and use an odd filling pattern in which we fill the machine with 10 trains of 32 bunches each spaced by gaps of 24 ns (in total, 320 bunches).
The beam becomes unstable when reaching 40 mA and the vertical beam size (pink trace) increases from 28 to 70 µm. Instabilities are next damped by switching the TMBF ON.

With the TMBF ON, we can fill the machine with \( \xi_V \sim 0 \) and use an almost uniform filling pattern, increasing the number of bunches from 320 until 440. Thus, the ALBA performance is improved because the injection efficiency improves and the lifetime increases by about 25%. So far, the TMBF has been left running for 8 h tests without problems during machine shifts, and it is expected to start operating in users mode in September 2015. Meanwhile, other machine tests have been also carried out.

**Mode Damping Scan**

One of the TMBF features allows to program sequences that apply different control parameters at the same time as data acquisition. This is used to measure the growth rates of the individual multi-bunch modes, and to assess the most dangerous modes for ALBA.

We program a "super-sequence" that starts from an unstable beam, which is stabilized with the TMBF. We then excite mode "m" using a Numerically Controlled Oscillator (NCO), and we measure its growth time as well. The sequence is then repeated for mode "m+1" and a full characterization spans up to mode 448. The "super-sequence" is also repeated with the TMBF Off (unstable beam) and the results are shown in Fig. 7, where one can see (blue trace) that the most unstable modes (with positive growth rates) are modes between [440,..., 447] (or equivalent, [-1, ... -7]), which indicates the presence of RW instabilities. On the other hand, there also exists mode 324 (or m=-124), which needs further investigations. In any case, all modes are efficiently damped with the TMBF On (at least for these beam settings, 100 mA and \( \xi_V \sim 0 \)).

**Tune Measurements**

Tune measurements can be done in two ways with the TMBF: using the classical method of sweep excitation and detection of one (or many) bunches, or using a tune tracking employing a PLL. This method excites one (or many) bunches using the NCO, detects the phase of the bunches relative to the excitation, and feeds it back through a proportional-integral controller to the NCO frequency. This allows to measure the tune with a precision that can go down to \( 10^{-5} \).

The tune measurement rate depends on the number of turns to detect the beam phase, which is configurable and typically last for 100 or 200 turns. The buffer that stores this tune measurement can be up to 4096 samples, but it can be read out every time it is updated. Using this capability, the TMBF allows to monitor the tune in long terms and thus monitor, for example, the tune jitter with high precision: Figure 8 shows the spectral density obtained after monitoring the vertical betatron tune during 70 s every 200 turns. One can see that most of the tune jitter is at low frequencies (below 10 Hz), but there also exists peaks at 50 Hz and its harmonics (particularly, the 300 Hz corresponding the power supplies).
Bunch Cleaning

Bunch cleaning is performed by exciting the target bunch with a backwards frequency sweep around the vertical betatron tune, and slightly closing the vertical scraper from the nominal position (9.5 mm gap) to 7 mm.

A first attempt to kill one bunch is shown in Fig. 9, where the target bunch was initially bunch 438. However, by comparing the traces before (pink) and after (blue), actually two bunches were killed. This is a consequence of the bad phase response of the amplifiers (see Fig. 3), which spreads the single kick produced by the Libera Bunch-by-Bunch to actually two bunches.

Nevertheless, we could see by filling the ring with two consecutive bunches, that optimum settings can be achieved to kill the second bunch (see Fig. 10). Moreover, this experiment allowed us to realize that our Linac produces a parasitic bunch after 18 ns from the target buckets whose purity is about $10^{-3}$ (from reasons yet to be understood). However, by using the TMBF, we were able to clean also these parasitic bunches and finally leave the machine with a pure single bunch (black trace).

SUMMARY

The implementation of the DLS TMBF system at ALBA has been demonstrated, both in terms of software integration and feedback capabilities. Moreover, extra features have been also tested and proved to be excellent tools for machine studies. In the future, we plan to slightly change our TMBF schematic to add high power splitters after the amplifiers so only one amplifier per plane will be needed. The commissioning of the Horizontal plane and the final integration of the TMBF into the ALBA Tango control system are also to be done now that we have proved that the system behaves as expected.
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